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Summary

Recently, advances in machine learning and artificial intelligence have been playing more and
more critical roles in a wide range of areas. For the last several years, industries have shown
that how learning from data, identifying patterns and making decisions with minimal human
intervention can be extremely useful to their business (e.g., image classification, recommending
a product to a customer, finding friends in a social network, predicting customers actions,
etc.). These success stories have been motivating scientists who study physics, chemistry,
materials, medicine, and many other subjects, to explore a new pathway of utilizing machine
learning techniques like regression and classification for their scientific activities. However,
most existing machine learning tools, systems, and methodologies have been developed for
programming experts but not for scientists (or any users) who have no or little knowledge of
programming.
ASCENDS is a toolkit that is developed to assist scientists (or any persons) who want to
use their data for machine learning tasks, more specifically, correlation analysis, regression,
and classification. ASCENDS does not require programming skills. Instead, it provides a
set of simple but powerful CLI (Command Line Interface) and GUI (Graphic User Interface)
tools for non-data scientists to be able to intuitively perform advanced data analysis and
machine learning techniques. ASCENDS has been implemented by wrapping around open-
source software including Keras (Gulli & Pal, 2017), TensorFlow (Abadi et al., 2016), and
scikit-learn (Pedregosa et al., 2011).
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Figure 1: Using Ascends via its web-based graphic user interface

Figure 2: Using Ascends via its command-line interface

Users can perform three major tasks using ASCENDS as follows. First of all, users can
easily perform correlation analysis (Ezekiel, 1930) using ASCENDS. ASCENDS can quantify
the correlation between input variables (X) and an output variable (y) using various corre-
lation coefficients including Pearson’s correlation coefficient (Sedgwick, 2012) and maximal
information coefficient (Reshef et al., 2011). Second, users can train, test, save and utilize
classification models (Ren & Malik, 2003) without any programming efforts. For instance,
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with ASCENDS, by executing a single command in a terminal, a user can train a model for
predicting whether an email is a spam or not-spam. Last, similarly, users can train, test, save
and use regression models (Darlington, 1990). For instance, ASCENDS can be used to train
a model for predicting the value of a house based on square footage, number of bedrooms,
number of cars that can be parked in its garages, and amount of storage using the provided
graphic user interface in a web browser.
Earlier versions of ASCENDS have been used for scientific research such as Shin, Yamamoto,
Brady, Lee, & Haynes (2019), Shin, Lee, Shyam, & Haynes (2017), and Wang et al. (2019).
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