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Summary

Chemical and physical properties of complex materials emerge from the collective motions of the
constituent atoms. These motions are in turn determined by a variety of interatomic interactions
mediated by the local redistribution of valence electrons about the fixed core electrons and
nuclear charges. Scientific and engineering advances in materials science, chemistry, and many
related fields benefit from our ability to directly sample the equilibrium and kinetic probability
distributions of large collections of atoms and molecules. Classical molecular dynamics (MD)
is a widely used simulation method in which Newton's equations of motion are numerically
integrated forward in time to generate representative atomic trajectories of the atoms, from
which insight into a wide range of material behaviors can be obtained. This simulation
technique is not restricted to the definition of particles as atoms, but is generalizable to other
types of interacting particles, such as coarse-grained beads in polymers, discrete elements
representing granular materials, and fluid mass elements in dissipative particle dynamics. While
all of these simulation methods use the same core algorithms as MD, we restrict our discussion
here to the treatment of interactions between atoms.

Forces on atoms arise from the electronic structure, from electron charge densities that can be
accurately calculated using quantum mechanical methods such as Density Functional Theory
(DFT). While quantum mechanical methods (QM) are accurate, their computational cost scales
at best as the third power of the number of electrons in the system, preventing application
of the method to size and time scales relevant to many phenomena. It is therefore of great
benefit to approximate the forces on atoms using simple empirical expressions for the energy of
a configuration of atoms as a function of their local relative positions. From these functions,
called interatomic potentials or just “potentials”, the forces on atoms can be obtained by
taking gradients with respect to atomic positions. Many of these empirical potentials are
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derived from known physical and chemical interaction models, i.e. covalent, metallic, ionic,
etc. By smoothly truncating these potentials at a suitable cutoff distance, the computational
cost scales linearly in the number of atoms in the system and is amenable to efficient parallel
algorithms available in MD codes such as LAMMPS (Thompson et al., 2022). As a result,
these empirical models can be used to simulate systems that are far beyond the reach of QM.
However, except for highly idealized structures, such as bulk crystals, these empirical models do
not provide reliable surrogates for QM, and are prone to exhibiting unphysical behaviors. In the
last decade, great progress has been made in constructing machine learning (ML) surrogates
for QM potential energy functions. Large datasets of small atomic configurations with energies
and forces evaluated using QM are used to train regression models that map local atomic
environments to atomic energies and forces. By implementing these ML potentials in LAMMPS
and running on large supercomputers, it is possible to simulate systems containing billions of
particles with QM accuracy (Nguyen-Cong et al., 2021). However, the lack of general tools
to facilitate this ML research limits widespread use and progress in the field. To address this
need, we have developed a software package called FitSNAP. FitSNAP provides a general set
of tools that can be used to train and test a wide range of atomistic simulation models.

Statement of need

FitSNAP is a Python package for constructing a wide variety of ML interatomic interaction
models that map local atomic environments to energies, forces, stress or other quantities
associated with atoms. This mapping is achieved by first calculating atomic environment
feature vectors (descriptors), and then using these to learn a regression model. There are
other high-quality atomistic ML software packages in this application space, such as DeepMD
(Wang et al., 2018), n2p2 (Singraber et al., 2019), pacemaker (Bochkarev et al., 2022),
NequlP (Batzner et al., 2022), Allegro (Musaelian et al., 2023), and GAP (Barték et al.,
2010). All of these provide excellent capabilities for their particular class of ML potentials,
but lack the flexibility to accommodate a wide range of descriptors and regression models.
Other software packages like amp (Khorshidi & Peterson, 2016), TorchANI (Gao et al., 2020),
and ACEsuit (Ortner & Kermode, 2020) generalize the ML problem to models with multiple
kinds of descriptors and model forms. After constructing a ML potential, a critical test of its
viability is using it in large-scale production simulations. This ensures its stability and tests its
ability to predict properties and phenomena that it was not explicitly trained on, colloquially
referred to as extrapolation. To achieve this important step some of the aforementioned
software packages provide excellent support for their respective models in large-scale molecular
simulation packages like LAMMPS (Thompson et al., 2022).

A seamless interface with LAMMPS is where FitSNAP stands out; we use native components
of LAMMPS to calculate inputs to our ML models, ensuring full consistency between the
model produced in training and the model used in production MD simulations. In this regard
FitSNAP acts as a multi-scale link between quantum and classical methods; a model is trained
on fine-scale QM data and then seamlessly deployed in large-scale classical MD simulations
on high-performance computing platforms. By using the same LAMMPS code to compute
descriptors in both training and production simulations, we also reduce code duplication,
and increase the rate of innovation by eliminating barriers to deploying new descriptors and
models in large-scale simulations. While FitSNAP uses the Python interface to the LAMMPS
library, it is not tightly integrated with LAMMPS. This allows greater flexibility and speed in
development that would not be possible if it was fully integrated, given the much larger user
base and diversity of use cases that LAMMPS must support. FitSNAP is therefore free to
improve and grow independently of LAMMPS in the area of ML models, while at the same
time maintaining full consistency with LAMMPS data structures and descriptor calculations.
Our interface is achieved by using LAMMPS compute objects; these calculate quantities for a
single configurations of atoms, without performing MD. The compute objects calculate the
descriptors for our ML models, ensuring that descriptors used during training are identical to
the descriptors used in performance-optimized LAMMPS production simulations. This also
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allows performance improvements achieved in the LAMMPS production code to immediately
speed up the training process, rather than having to replicate the code improvements in the
training software. FitSNAP has already taken advantage of this intrinsic LAMMPS interface in
a number of publications that performed large-scale simulations with innovative ML atomistic
models (Cusentino et al., 2020, 2021; Nikolov et al., 2021, 2022; Wood & Thompson, 2018).
LAMMPS supports a rapidly growing and diverse set of descriptors and ML model forms(Zuo
et al., 2020). The interface ensures that all of these can be made accessible to FitSNAP
users, with a small amount of extra glue code. This flexibility is paramount for achieving a
general use ML potential software, since different descriptors and models are appropriate for
different materials physics, different accuracy requirements, and different performance needs
(Zuo et al., 2020). The modularity of FitSNAP components allows one to choose different
models combined with different descriptors; this rapid prototyping can help users find the best
atomistic ML model for their particular application.

Components

Scrape

s

MPI
Parallel
Solver
. R )
Error Analysis B-B'+ (B -a- B = E(r")
° Train 4-44’2%‘\ N
—_ L) | o i @ Xl @S5I
; s £ B 36 e 8 e E(rY)
3 «  Validation ele
L 20 — |deal
g .
s° )
T -2
= o
s -4
I.l
-6

6 -4 -2 0 b 4 6
Target force (eV/4)

Figure 1: FitSNAP components and flow of control. The typical workflow involves scraping configurations
of atoms which serve as training data; this is done in the Scraper class. Then we calculate ML features
(atomic environment descriptors) in the Calculator class. Next, the ML problem is solved in the Solver
class, which includes both linear and nonlinear models. This is followed by error analysis and/or model
deployment in LAMMPS.

To generally approach the atomistic ML problem, we abstract components required for scraping
data, calculating descriptors, and solving the optimization problem. The main software
components driving this flow of control are shown in Figure 1. Scraping of training data and
calculating atomic environment descriptors is parallelized over configurations of atoms with help
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from our ParallelTools class. This stores data such as atomic positions, and fitting targets
such as forces and energies, in shared memory arrays accessible to all processors on a compute
node. This is achieved using the Python mpidpy package, allowing both (1) calculation of
atomic environment descriptors in parallel across many configurations of atoms and (2) shared
storage of training data including atomic environment descriptors and fitting targets. The
latter point is vital for storing large amounts of data when using multiple processes on a single
node; without shared arrays the required memory can easily exceed that available on many-core
CPU platforms, since each processor would need to store all the data. The contents of these
shared arrays are then accessible to the FitSNAP components on all processors in a node,
throughout the rest of the workflow. The typical workflow begins with the Scraper class, which
also uses ParallelTools to collect training data in parallel.

Scraper

The first step in the typical FitSNAP flow of control is a file 1/O step to scrape the training
data, the configurations of atoms and their associated energies, forces, spins, charges, or
whatever fitting quantity; this is achieved with the Scraper class. Training data includes
basic structural information about the set of atoms such as Cartesian coordinates and DFT
simulation box vectors. Ground truth values used in the loss function during the regression step
are collected at this stage; this “scraping” occurs in parallel using MPI. Accepted file formats
currently include XYZ and JSON files, which are commonly used in the atomistic modelling
community. These files are stored in directories in a manner determined by the user, where
each directory can designate a FitSNAP data group; each group of configurations can receive
its own training/testing fractions and fitting target weights, offering flexibility in how different
configurations of atoms are weighted or tested during training. When scraping, the data is
stored in a FitSNAP data dictionary that houses positions of atoms and their associated fitting
quantities. While the typical flow of control involves first scraping training data from these files,
using FitSNAP in library mode allows one to bypass this step if the training data is collated
in some other manner, such as with the Atomistic Simulation Environment (ASE), stored in
RAM, and inserted into the FitSNAP data dictionary that houses training data. Nonetheless,
the FitSNAP data dictionary contains atomic positions that are then converted to atomic
environment descriptors in the Calculator class.

Calculator

To transform this structural information into physically appropriate models, we employ the
Calculator class which provides permutation, translationally and rotationally invariant descrip-
tors. These descriptors can be calculated from their performant implementations in LAMMPS,
and then extracted via the LAMMPS Python/C API, which inserts descriptors into the shared
memory arrays of ParallelTools. For descriptors that are not implemented in LAMMPS, we
provide a Custom Calculator class that extracts periodic-boundary-transformed LAMMPS
positions which can be used to calculate custom coded descriptors in Python. This ensures
extensibility of different descriptors for describing atomic environments. Regardless of the
method of descriptor calculation, these calculations are parallelized via MPI over configurations
of atoms stored in the FitSNAP data dictionary. Currently we include Spectral Neighbor
Analysis Potential (SNAP) (Thompson et al., 2015) and Atomic Cluster Environment (ACE)
(Drautz, 2019) descriptors which are both calculated in LAMMPS.

Solver

After collating the necessary descriptors and their target fitting quantities, the Solver class can
either proceed to regression of the ML problem or evaluating the model. The connection between
descriptor calculation, which can happen in LAMMPS, and FitSNAP solvers is exemplified in
Figure 2 for a neural network potential inputting arbitrary atom-centered descriptors. In the
typical flow of control for fitting a potential, Solver creates a loss function measuring difference
between target and model fitting quantities such as energies and forces. This loss function
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is then minimized with a method depending on the choice of user input. For linear models,
solver types include singular value decomposition (SVD) or adaptive rectangular decomposition
(ARD). One advantage of linear models is the possibility to analytically determine uncertainties
in fitting coefficients with Bayesian statistics. FitSNAP therefore also includes uncertainty
quantification (UQ) solvers, which output model coefficient covariances for linear models.

Atom coordinates Descriptors Hidden
(neighbors of i) for atom i layers

Total energy Atomic force
ZE F aD; OE;
- . t J - 61‘1 6D1
i i
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computes autodiff
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Figure 2: LAMMPS-FitSNAP interface for calculating energies and forces with machine learned potentials,
illustrated here with a neural network potential that calculates atomic energies. Descriptor and descriptor
gradient calculations occur in LAMMPS, while model and model gradient calculations occur with
automatic differentiation (autodiff) frameworks in FitSNAP.

For nonlinear models, solver types include neural networks implemented in PyTorch or JAX.
The set of available solver type depends on the form of the ML regression model. To ensure
good computational performance when fitting nonlinear models to forces, we use a modified
form of iterated back-propagation (Smith et al., 2020) where forces are calculated as a first
back-propagation with respect to model inputs, but descriptor gradients are computed with their
performant implementations in LAMMPS. This requires matching or aligning between descriptor
gradients extracted from LAMMPS, and model gradients extracted from ML frameworks like
PyTorch or JAX. To achieve this, we routinely verify the correctness of our forces by comparing
them with finite difference estimates as a part of our continuous integration testing. Ultimately,
after optimizing the ML model with the Solver class, FitSNAP produces LAMMPS-ready files
which may be directly used as inputs to large-scale LAMMPS simulations.

Extensibility

The modularity of these components allows for different Calculator and Solver sub-classes,
allowing for a variety of different descriptor and model combinations. Any descriptor may
be programmed in the Calculator class, which can then be input to any ML model in the
Solver class to perform fitting. This flexibility can also extend to model architectures entirely
different to the commonly used atom-centered networks, such as pairwise networks (Jose et
al., 2012) which are also included in FitSNAP. These custom and less traditional architectures
are readily implemented using LAMMPS periodic-boundary-condition transformed positions.
Aside from flexibility in choosing or implementing various descriptors and models, we also
provide a library mode where a FitSNAP object can be created in any external Python script.
This allows users to access internal methods and break the usual sequential flow of control for
their specific applications. Some users for example may want to extract descriptors for a set
of configurations and perform statistical analysis on that data, access hyperparameters in an
external optimization tool, or even code an entirely new component not mentioned here. This
Python library also allows interface to custom workflow frameworks like pyiron (Janssen et
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al., 2019), allowing users to save, share, and modify their workflows for training and using
machine learned potentials. In all cases, the ability to program and use any descriptor or
model based on position data extracted from LAMMPS ensures utmost extensibility to future
atomic environment descriptors and models, while allowing users to enjoy connection to a
high-performance MD engine immediately after training potentials.
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