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Summary
BlackBIRDS is a Python package consisting of generically applicable, black-box inference meth-
ods for differentiable simulation models. It facilitates both (a) the differentiable implementation
of simulation models by providing a common object-oriented framework for their implemen-
tation in PyTorch (Paszke et al., 2019), and (b) the use of a variety of gradient-assisted
inference procedures for these simulation models, allowing researchers to easily exploit the
differentiable nature of their simulator in parameter estimation tasks. The package consists
of both Bayesian and non-Bayesian inference methods, and relies on well-supported software
libraries (e.g., normflows, Stimper et al., 2023) to provide this broad functionality.

Statement of need
Across scientific disciplines and application domains, simulation is used extensively as a means
to studying complex mathematical models of real-world systems. A simulation-based approach
to modelling such systems provides the modeller with significant benefits, permitting them
to specify their model in the way that they believe most faithfully represents the true data-
generating process and relieving them from concerns regarding the mathematical tractability of
the resulting model. However, this additional flexibility comes at a price: the resulting model
can be too complex to easily perform optimisation and inference tasks on the corresponding
simulator, which in many cases necessitates the use of approximate, simulation-based inference
and optimisation methods to perform these tasks inexactly.

The complicated and black-box nature of many simulation models can present a significant
barrier to the successful deployment of these simulation-based inference and optimisation
techniques. Consequently, there has been increasing interest within various scientific commu-
nities in constructing differentiable simulation models (see e.g., Baydin et al., 2020; Chopra
et al., 2023): simulation models for which the gradient of the model output with respect
to the model’s input parameters can be easily obtained. The primary motivation for this is
that access to this additional information, which captures the sensitivity of the output of
the simulator to changes in the input, can enable the use of more efficient simulation-based
optimisation and inference procedures, helping to reduce the total runtime of such algorithms,
their overall consumption of valuable computational resources, and their concomitant financial
and environmental costs.

To this end, BlackBIRDS was designed to provide researchers with easy access to a set of
parameter inference methods that exploit the gradient information provided by differentiable
simulators. The package provides support for a variety of approaches to gradient-assisted
parameter inference, including:
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• Simulated Minimum Distance (Franke, 2009; SMD, see e.g., Gourieroux et al., 1993), in
which parameter point estimates ̂𝜃 are obtained as

̂𝜃 = argmin
𝜃∈Θ

ℓ(𝜃,y), (1)

where 𝜃 are the simulator’s parameters, which take values in some set Θ, and ℓ is a loss
function capturing the compatibility between the observed data y and the simulator’s
behaviour at parameter vector 𝜃;

• Markov chain Monte Carlo (MCMC), in which samples from a parameter posterior

𝜋(𝜃 ∣ y) ∝ 𝑒−ℓ(𝜃,y)𝜋(𝜃), (2)

corresponding to a choice of loss function ℓ and a prior density 𝜋 over Θ are generated by
executing a Markov chain on Θ. Currently, support is provided for Metropolis-adjusted
Langevin Dynamics (Roberts & Tweedie, 1996), although nothing prevents the inclusion
of additional gradient-assisted MCMC algorithms such as Hamiltonian Monte Carlo
(Duane et al., 1987);

• Variational Inference (VI), in which a parameteric approximation 𝑞∗ to the intractable
posterior is obtained by solving the following optimisation problem over a variational
family 𝒬

𝑞∗ = argmin
𝑞∈𝒬

𝔼𝑞 [−ℓ(𝜃,y)] + 𝔼𝑞 [log
𝑞(𝜃)
𝜋(𝜃)

], (3)

where ℓ is defined as above and 𝜋 is a prior density over Θ.

The package is written such that the user is free to specify their choice of ℓ and 𝜋 (in the
case of Bayesian methods), under the constraint that both choices are differentiable with
respect to 𝜃. This allows the user to target a wide variety of parameter point estimators,
and both classical and generalised (see e.g., Bissiri et al., 2016; Knoblauch et al., 2022)
posteriors. We provide a number of tutorials demonstrating (a) how to implement a simulator
in a differentiable framework in PyTorch and (b) how to apply the different parameter inference
methods supported by BlackBIRDS to these differentiable simulators. Our package provides
the user with flexible posterior density estimators with the use of normalising flows, and has
already been used in scientific research to calibrate differentiable simulators (Quera-Bofarull,
Chopra, et al., 2023; Quera-Bofarull, Dyer, et al., 2023).

Related software
BlackBIRDS offers complementary functionality to a number of existing Python packages. sbi

(Tejero-Cantero et al., 2020) is a package offering PyTorch-based implementations of numerous
simulation-based inference algorithms, including those based on the use of MCMC and neural
conditional density estimators. Our package differs significantly, however: in contrast to sbi,
BlackBIRDS provides support for both Bayesian and non-Bayesian inference methods, and
permits the researcher to exploit gradients of the simulator, loss function, and/or posterior
density with respect to parameters 𝜃 during inference tasks. The same comparison applies
to the the BayesFlow package (Radev et al., 2023). black-it (Benedetti et al., 2022) is a
further recent Python package that collects some recently developed parameter estimation
methods from the agent-based modelling community; the focus of this package is, however,
on non-Bayesian methods, and the package does not currently support the exploitation of
simulator gradients. PyVBMC (Huggins et al., 2023) provides a Python implementation of the
Variational Bayesian Monte Carlo algorithm using Gaussian processes, but differs from our
package in that it does not exploit simulator gradients and is focused on Bayesian inference
alone. Additional older packages (e.g., Dutta et al., 2021; Schälte et al., 2022) also focus on
approximate Bayesian inference methods for non-differentiable simulators. Beyond this, we are
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unaware of other mature software projects in Python that support parameter inference in the
specific case of differentiable simulation models.

Features
• User-friendly and flexible API: SMD only requires the loss function ℓ and the optimiser to

use, while MCMC (resp. VI) requires only the loss ℓ, the prior density 𝜋, and the MCMC
method (resp. posterior approximator) to be specified. However, additional arguments
can be provided to straightforwardly customise hyperparameters of the different methods.

• Multi-GPU parallelisation support with MPI.
• Support for both forward-mode and reverse-mode auto-differentiation.
• Continuous integration and unit tests.
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