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Summary

Mathematical models are used to simulate real-world systems in many scientific fields. These models can be fitted to real-time data, and used to generate probabilistic forecasts that describe how the system will behave in the future and convey the uncertainty in these predictions. Particle filters are a class of Sequential Monte Carlo (SMC) methods (Doucet et al., 2001) that have been used in many scientific fields for real-time forecasting, with the COVID-19 pandemic being one of the most recent and high-profile examples. These methods can be used to estimate model parameters and state as new data become available (“online estimation”).

pypfilt is a Python package for online estimation and forecasting that implements several particle filters. It was developed to enable real-time seasonal influenza forecasting in Australia, for which we won two national innovation awards (Pyne, 2018), and played a key role in generating forecasts that have supported Australia’s COVID-19 response (Moss et al., 2023). The package is deliberately generic and readily applicable to other domains.

Statement of need

Particle filters are provided by Python packages that implement a range of inference methods, such as PyMC (Abril-Pla et al., 2023), pyro (Bingham et al., 2019), and stonesoup (Hiscocks et al., 2023); accompany textbooks, such as particles (Chopin & Papaspiliopoulos, 2020) and filterpy (Labbe, 2022); and focus on other applications, such as SMCPy (Leser & Wang, 2023). However, pypfilt appears to be unique in supporting all of the following: (a) online state estimation for time-series forecasting; (b) arbitrary state-space models; (c) non-analytic likelihood functions; (d) control over memory usage for large-scale applications; (e) a declarative approach for defining and running forecasts; and (f) reproducible results. In brief:

- **Forecasts are generated efficiently.** Repeated calculations are avoided when new data are received (online estimation), even when previous data are updated or corrected, due to a sophisticated caching system.

- **Complex models are easily defined.** Models only need to define the state vector, with arbitrarily nested fields and dimensions, and define an update rule for the state vector.

- **Likelihood functions are unconstrained.** They do not need to be differentiable, and can inspect both the current state and any previous states.

- **Memory usage is flexible.** The particle filter can retain only a sliding window of previous states, and only record states at coarse intervals, so that forecasts with large numbers of particles and/or very small time-steps do not exceed available memory.

- **Forecasts are simple to define and run.** Forecasts are defined in plain-text configuration files, enforcing a clear separation between model implementation and experiment (e.g., choice of prior distributions, input data, particle filter settings).
Reproducibility is ensured. Output files include all data and metadata required to reproduce the original results.

Additional features include supporting scalar and calendar time scales, providing a range of resampling strategies (Kitagawa, 1996) and summary statistics, post-regularisation (Musso et al., 2001), and measuring forecast performance with Continuous Ranked Probability Scores (CRPS) (Hyndman & Athanasopoulos, 2021). It also supports scenario modelling — simulating from multiple prior distributions and comparing matching particles in each ensemble — which provides additional decision-support capabilities beyond those provided by real-time forecasts (Moss et al., 2020; Shearer et al., 2020).

A suite of almost 150 test cases (comprising more than 6,000 lines of code) runs automatically every time the code is updated. This includes tests which verify that outputs are reproducible, and tests which verify that outputs are identical whether or not the particle filter resumed from a previously-cached state.

### Availability and usage

This is available as a Python package on PyPI and can be installed using `pip`. It deliberately supports older versions of Python (≥ 3.8), NumPy (≥ 1.17), and SciPy (≥ 1.4). The documentation is available at https://pypfilt.readthedocs.io/, and includes a Getting Started tutorial that demonstrates how to construct a model, fit it to data, and generate forecasts (see Figure 1). In this tutorial we use the Lorenz-63 system of ordinary differential equations (which has chaotic solutions) to show how post-regularisation can greatly improve forecast performance (see Figure 2), and to highlight how easy it is to define and run a suite of forecasts.

![Figure 1: An example forecast at time t = 20 for the Lorenz-63 system. This figure was generated using the pypfilt.plot module.](https://pypfilt.readthedocs.io/)

### Ongoing research projects

Beginning in 2015, pypfilt was developed to support real-time seasonal influenza forecasting in Australia (Moss et al., 2016, 2017, 2018; Moss, Zarebski, Carlson, et al., 2019; Moss, Zarebski, Dawson, et al., 2019; Zarebski et al., 2017), and has been used to support the Australian Government’s response to COVID-19 (Moss et al., 2023; Price et al., 2020).
Figure 2: An example of using Continuous Ranked Probability Scores (CPRS) to compare forecast performance. Post-regularisation improves performance by 76.7% in this example.
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