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Summary
In automated software testing, flaky tests are test cases that fail non-deterministically, without
any modifications to the code under test (Parry et al., 2021). They can occur in any
programming language, and pose a painful issue for developers due to their randomness and
uncontrollability.

To deal with flaky tests, many tools have been created to detect them so that developers can
fix, ignore or remove them. Such tools may detect flaky tests by simply running test cases
multiple times and checking for diverging results, or use more advanced methods that take
into account static (data collectable without running any tests) and/or execution data (data
collected by running the test suite) to determine or predict if a test is flaky without multiple
runs.

deflake.rs is a tool for detecting flaky tests in Rust projects without re-running failed tests,
and due to this, it provides an efficient method for quickly detecting flaky tests that can
assist developers and save them time. It uses per-test code coverage and the changes to
the source code since the last good version to determine if the code run by a failing test
includes anything that was modified, and if not, it will report the test as flaky. This method
was originally proposed by DeFlaker (Bell et al., 2018), a tool for Java programs that showed
it could accurately detect flaky tests with high accuracy across a diverse range of projects.
deflake.rs builds upon this work by showing that it can be adapted to other languages,
while also showing how the necessary execution data can be collected in Rust for this and
any detection methods. The tool is also easy to use within any Rust project as it requires no
modifications to the codebase to work, making it simple for developers to adopt.

Statement of need
While some languages have been the focus of lots of research on flaky test detection (Tahir et
al., 2023) (e.g., Java (Bell et al., 2018; Lam et al., 2019) and Python (Cordeiro et al., 2021;
Parry et al., 2020)), others such as the Rust programming language have not.

The most advanced tool for detecting flaky tests in Rust is Nextest (Rain & others, 2025),
which is an alternative test runner that supports rerunning failed tests multiple times to detect
flaky tests. The default test runner “cargo test”, which is used by most Rust developers,
does not include any functionality for handling or detecting flaky tests. Compared to the state
of the art, this is very far behind what has been shown to be possible and is widely available in
other languages, and the limited diversity of detection tools available means developers can’t
use the best tool for their specific needs. Reruns can also be very time consuming, making
them very undesirable in some circumstances.

deflake.rs therefore bridges this gap by developing the first flaky test detection method for
Rust that does not rely on rerunning tests, showing that Rust can support advanced methods
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of flaky test detection.

Technical details
In order to collect the data used for classification, deflake.rs uses “cargo test” internally to
build and collect all of the test cases, but executes each individually to retrieve the necessary
per-test coverage, which is not possible otherwise. This is because the code coverage for a
program is only available upon exit, and as “cargo test” executes all tests in each file at
once, it would be impossible to separate the coverage for each test after it exits, or collect
it after each test finishes while the program is still running. By using “cargo test” under
the hood for compiling tests, all projects that work with it will also work with deflake.rs,
lowering the barrier to entry and making it very accessible for developers to use.

To determine the code affected by modifications, “git diff” is used to collect a list of all
files that have been modified, and their changes since the previous or specified commit. For
each modified file, the Abstract Syntax Tree (tree structure representing the source code) is
generated for both the new and old version, and these are compared to find how the structure
of both versions varies. This does not compare the changes to statements in functions, only
the functions, modules and other structures that can include executable statements, as shown
in Figure 1.

mod module {

fn function_a(a: bool) -> bool {

...

}

struct A;

impl A {

fn function_c(a: u32) {

...

}

}

}

fn function_c(

a: u32,

b: u32

) {

...

}

Figure 1: An example tree structure and its associated code
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By comparing the change of structure, the functions that have been added or moved can
be found and tracked for their overall execution instead of the statements within them. For
all other changes, the statements modified are determined from the diff and used to directly
determine if any modified code was executed per test. By combining the use of both ASTs
and “git diff”, deflake.rs is able to more effectively determine how each file has changed,
and simplify tracking if they were executed.

To classify a test as flaky, the program will simply check if any line or function that was
modified was executed, and if not then it is predicted to be flaky.

Limitations
While the described approach will work for detecting flaky tests under most changes to a
project, there are some limitations. For one, any test that was modified and fails will be
classified as non-flaky no matter what. The tool also requires that the commit being compared
against is one where all of the test cases succeed or are flaky. If not, the failures from the
previous commit will be classified as flaky (if they are not modified). Lastly, the tool can only
track changes to Rust files, so any changes to other files that have impacted a tests result will
not be detected and the test case will be marked as flaky.

While it can’t be perfectly accurate due to these limitations, as it does not use rerunning tests
to detect flakiness, it can greatly speed up the process of detecting most flaky tests, especially
for larger and slower test suites.
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