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Summary
Software experiments today often depend on complex Linux environments that combine several
toolchains, devices, and graphical interfaces. Many research projects (Mayoral-Vilches et al.,
2022; Millane et al., 2024), for instance, need to compose ROS 2 (Macenski et al., 2022)
with CUDA (CUDA C++ Programming Guide, 2025), require non-root users, provide GPU
and GUI access, and must be reproducible across time and machines. Docker (Docker, Inc.,
2013) is a widely adopted substrate for packaging and running such environments, and is
commonly used to improve reproducibility in research software (Tani et al., 2020). However,
writing and maintaining Dockerfiles and project-specific docker run scripts becomes a burden
as requirements grow.

pythainer raises the level of abstraction while remaining Docker-native. It lets users describe
images as small, testable Python builders that can be composed (e.g., ROS 2 + CUDA)
and executed with reusable runners that capture runtime policy (GPU, GUI, users, mounts).
pythainer renders deterministic Dockerfiles, builds standard images, and centralizes run
configuration, hence improving reuse and reducing duplication across repositories.

Statement of need
Plain Dockerfiles are intentionally minimal: they offer sequential shell steps but no first-class
functions, loops, or composition. This is adequate for simple images, yet it complicates reuse
in research settings where environments must be combined and parameterized. In particular,
merging two existing images (e.g., community ROS 2 and NVIDIA CUDA) is not first-class:
multi-stage builds help trim artifacts but require intimate knowledge of which files, environment
variables, and paths must be copied and preserved. On the runtime side, real projects often
need non-root users, persistent volumes, access to GPUs and GUIs (X11/Wayland), and device
mappings. These concerns are typically maintained as long shell scripts that are copy-pasted
and diverge across projects.

The primary target audience of pythainer is anyone who needs to write and maintain multiple
Dockerfiles or complex containerized environments that share interchangeable build steps and
runtime requirements. This includes, but is not limited to, research groups and labs (e.g.,
robotics, vision, ML, compilers, systems), instructors who need reliable student environments,
and continuous integration (CI) maintainers who prefer deterministic builds and centralized
run policy over ad-hoc scripts.

Functionality
pythainer is a lightweight Python package and CLI that provides a programmable front-end
to Docker. It addresses the above pain points by adding a programmable abstraction for image
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construction and a reusable abstraction for execution policy. Builders are Python objects and
functions that support ordinary programming constructs (conditionals, loops, parameters) and
can be composed with a simple operator. Runners encapsulate repeatable docker run policy,
so launching a container is a matter of selecting presets rather than rewriting long commands.

Instead of writing raw Dockerfiles and shell scripts, users compose images with builders and
control runtime behavior with runners. The library integrates naturally into Python workflows
while emitting standard, human-readable Dockerfiles that are built and executed using the
Docker engine with reproducible runtime settings. pythainer is centered around two core
abstractions, builders and runners:

• Builders (image construction). A small API exposes common steps (e.g.,
FROM/RUN/ENV/WORKDIR, package installs). Builders can be composed
via an in-place operator to form larger images (e.g., ROS 2 + CUDA). Output rendering
is deterministic, which simplifies testing and review.

• Runners (execution policy). A runner object assembles docker run flags for typical
research needs: non-root user mapping, volumes, devices, GPUs, and GUI/X11 for-
warding. Presets capture best practices (e.g., mapping the X socket and DISPLAY,
requesting --gpus all with the expected environment variables), reducing duplication
across repositories.

pythainer is designed around composable building blocks: users can define their own builders
or runners and combine them across projects. The library also ships a small set of representative
builders and runners for common research needs (e.g., language toolchains, emulation, GPU
and GUI support), which can be reused directly or extended in project-specific workflows. This
enables reuse that is difficult to achieve with monolithic Dockerfiles.

Figure 1: Mapping between a pythainer builder recipe (left) and the resulting Dockerfile (right). Each
builder method contributes a deterministic Dockerfile block. Execution policy is defined separately via
runners (e.g., GUI/X11 support), which assemble the docker run invocation without modifying the image.

Figure 1 illustrates the core workflow of pythainer. Users specify image construction declaratively
in Python using builders, which are rendered into a standard Dockerfile and built with the
Docker engine. Execution policy is handled separately via runners, which assemble the required
docker run flags before launching the container.

pythainer is accompanied by supporting tooling:

• CLI. A command-line interface provides two convenience commands: scaffold generates
a starter Python script (builders + runners) and run composes and executes directly for
one-offs.

• Examples and tests. The package ships small composition recipes (e.g., LLVM/MLIR,
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QEMU, Rust) (Chris Lattner et al., 2021; C. Lattner & Adve, 2004; QEMU Project,
2003). Unit tests lock down Dockerfile rendering and CLI behavior; an opt-in integration
test builds a tiny image to validate the end-to-end flow. Continuous integration runs
tests and linters.

Research applications
We have used pythainer to assemble environments for (i) robotics experiments combining
ROS 2 with CUDA toolchains (Imec ITF World 2024 SAFEBOT Demo, 2024; Shen et al.,
2025); (ii) compiler research that requires pinned LLVM toolchains (De Greef et al., 2025);
(iii) systems evaluations using QEMU built from source; and (iv) GPU scheduling experiments
where deterministic containerized environments are required (Discepoli et al., 2025).

In each case, the same small recipes are reused and composed across projects, which shortens
setup time and reduces configuration drift. Because pythainer emits human-readable Docker-
files, the resulting images remain transparent and easy to audit, and the approach integrates
well with existing Docker-centric CI.

Related work
pythainer complements the Docker ecosystem by adding a programmable composition model
on top of Dockerfiles. Unlike Docker Compose or the Docker SDK for Python, which focus on
orchestrating multi-service deployments or driving the daemon (Docker, Inc., 2014a, 2014b),
pythainer focuses on single-image construction and single-container execution policy. This
makes it especially suited for research projects where the goal is to provide a single reproducible
environment for experiments rather than a full service-oriented stack.

Compared with editor-centric templates such as VS Code devcontainers (Dev Containers Spec,
2022) or domain-specific generators such as repo2docker (Project Jupyter, 2017), pythainer
treats environment recipes as code with tests and deterministic rendering. Functional package
managers such as Nix and Guix offer deep system-level reproducibility but require adopting a
different stack (Courtès, 2013; Dolstra et al., 2004); pythainer stays Docker-native for easier
adoption in labs and CI. Pragmatically, many third-party packages (e.g., CUDA and ROS 2)
are primarily supported on Ubuntu, so staying Docker-native with Ubuntu-based images eases
reproduction without changing the base distribution.

Projects such as Caliban (Ritchie et al., 2020) and x11docker (Viereck, 2019) address re-
lated pain points in research containerization. Caliban streamlines packaging and running
ML experiments across local and cloud environments, while x11docker provides secure and
convenient ways to run GUI applications inside Docker. However, neither of these works
addresses general-purpose composition of images and runtime policy. In contrast, pythainer
focuses on composable image construction and reusable execution policy while remaining
domain-agnostic and Docker-native.
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