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Summary

Compressible dense linear systems arise in many applications such as:

= discretization of boundary integral equations (Bérm et al., 2003),

= solving Lyapunov and Riccati equations (Bérm et al., 2003),

= discretization of the integral Fractional Laplacian (Ainsworth & Glusa, 2018), and
= kernel-based scattered data interpolation (Iske et al., 2017).

They are often derived from a discretization of asymptotically smooth kernels x(x,y), i.e., for

xFy

050, K (%, y)|< Coglx — |11,
where o, B € N¢, with a4+ 3 # 0 and C,, s € R are constants.

This mathematical property implies that the interaction between two distant clusters can be
represented by a low-rank matrix. Multiple compression techniques have been developed to
take advantage of this low-rank structure and provide an approximated representation of the a
priori dense linear systems, for example, H-matrix and H2-matrix (Bebendorf, 2008; Bérm,
2010; Hackbusch, 2015) and FMM (Greengard & Rokhlin, 1987). The advantages are usually:

= to avoid the assembly of the full dense linear system, and
= to provide a compressed/approximated version of all or part of the usual dense linear
algebra.

The goal of such compression techniques is to lower the memory footprint and the cost of
solving the linear system. For the latter, they provide an approximated matrix-vector product
whose complexity scales linearly or quasi-linearly with the size of the problem. Thus, iterative
solvers such as Conjugate Gradient or GMRES are well-suited.

Beside compression, another technique to accelerate iterative linear solvers is to use
preconditioners: instead of solving Ax = f, where A is a dense or compressed linear system,
we solve PAx = Pf where P should be relatively inexpensive to apply, and PA more suitable
for an iterative resolution.

A class of preconditioners stemming from domain decomposition methods (DDM) are Schwarz
preconditioners. They rely on a decomposition with overlap of the initial domain. P is
constructed by solving well-chosen problems within each subdomain, together with a small
global problem, called coarse space, that provides the necessary global information for the
method to retain robustness as the number of subdomains increases. Such preconditioners have
been introduced for boundary integral equations in Hebeker (1990) and analyzed in Stephan &
Tran (1998) and Heuer (1996).
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One goal of Htool-DDM is to provide black-box DDM solvers using an adaptive coarse space
called GenEO for “Generalized Eigenproblems problem in the Overlap” (Spillane et al., 2013).
It has been adapted for specific boundary integral problems in Marchand et al. (2020) and
Marchand (2020). The library also includes a default black-box matrix compression via an
in-house J{-matrix implementation. Htool-DDM is a flexible platform to use and develop new
DDM preconditioners and explore compression techniques via its multiple customization points.

Statement of need

Htool-DDM is a lightweight C++ library that provides an easy-to-use interface for distributed
iterative solvers and standard black-box matrix compression techniques via an in-house J-
matrix implementation. Its goal is to provide DDM preconditioners for dense/compressed linear
systems.

It has many customization points to support research on efficient DDM preconditioners and
compression techniques. For example, the user can provide their own compression algorithm,
or customize the default hierarchical compression. Via its interface with HPDDM from Jolivet
et al. (2013), it is also a flexible tool to test various iterative solvers and preconditioners,
where local and/or global problems associated with DDM preconditioners can be tailored to
the problem at hand.

The library has four main components:

= Cluster contains a hierarchical partition of a geometry. Various partition strategies are
available, and users can define their own. See Figure 1 and examples/use_ clustering.cpp.
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Figure 1: Level 2 of cluster (quad)tree for rotated ellipse.

= HMatrix represents a compressed kernel using -matrix based on:
— a user-defined function that takes row and column indexes and generates the
associated subblock of the matrix to be compressed; and
— cluster trees contained in Cluster objects and representing the hierarchical partition
of the underlying geometry on which the kernel is applied.
Most linear algebra is supported with shared-memory parallelism and an interface
inspired by BLAS/LAPACK and std:linalg. Basic compression and recompression
techniques are available, and users can also provide their own. See Figure 2 and
examples/use__hmatrix.cpp.
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Figure 2: Symmetric JF{-matrix for
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= DistributedOperator is an MPI-distributed linear operator with a matrix-vector/matrix-
matrix product. By default, it is defined as row-wise distributed operator where it uses
locally a HMatrix for compression. It can also be interfaced with an external compression
provider. See examples/use_distributed_operator.cpp.

= DDM models an iterative solver based on a DistributedOperator and HPDDM (Jolivet
et al., 2013). It also deals with the assembly and application of DDM preconditioners.
The latter can be built from local problems solved with F-LU factorization, for example.
See examples/use_ddm_solver.cpp.

Examples of libraries related to compression are H21ib (Bérm, 2016), hmat-oss (“hmat-oss,”
2024), HODLR1ib (Ambikasaran et al., 2019), and H2Opus (Zampini et al., 2022). One major
distinction of Htool-DDM from these libraries is its focus on DDM preconditioners, where
the in-house compression is only one component that can actually be replaced or used in
conjunction with such external libraries. It should also be noted that these libraries often
provide the discretization of the problem at hand directly (typically a finite element method for
boundary integral equations). This is not the case of Htool-DDM where the interface is kept
algebraic.

The library has been used for the numerical experiments in Marchand et al. (2020) and
Marchand (2020). It has been included in FreeFEM ((Hecht, 2012), version > 4.5) to support
boundary integral equations, and in PETSc ((Balay et al., 2025), version > 3.16) for black-box
compression and DDM solvers using the MatHtool PETSc matrix type and seamless integration
into PCHPDDM (Jolivet et al., 2021). It also has its own Python interface.

We refer to the documentation for more details.
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shaped the current version of Htool-DDM.
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